
0 INTRODUCTION 
0 Computer-based curve-f~tt~ng procedures dre now 'drnost 
fl un~vercally avanlable They otter scvcral advantage< over mmual 

plocedurcs Apxt  from greater s p e d  ol cxccutlon, they ale 
objective lather than srrb~cct~ve so th'it ,I glven, f~xcd,  procc- 
dure w~l l  always y~elcl the m n e  v,rlue< troni the same set ot 
data Th15 paper exanmes m d  cxpln~ns the scvcral stages that 
are ~nvolved In e\thlrshmg md applying 'In approp~i'ite procc 
dure I'hese rt'iges hcivc been lncorpo~atcd into 'In hxccl pro- 
gram that 15 dva~lable ds m cx,mple of the p~ ~nc~p les  ~nvolved 

The seve~~il  strip that art. ~nvolvetl 111 ~ i c ~ c p t ~ h l c  iomputel 
based uturatron cuivc analysr, can bc expressed '1s Curve 
Selection, Curve Fitting m d  Parameter Analysis 

A table c o n t m ~ n g  ten set< of Akmen <ire hc~ght velsus peen- 
ing trme ddtd 1s rncluded ( T d k  I )  I'hew d&i sets, ~eplcsent~ng 
'1 W I ~ C  range ol  practical peenmg tonditloiis, 'ire bcmg pornotecl 
by the SAh as 'I 'test for dcceptabhty' f o ~  sdturation curvc- 
lltt~iig program5 h a ~ h  ' t q c t  value' 111 Tablc 1 repleienti the 
average ot c,ilculatmns made by sever'il chficrcnt orgmsdtlons 

CURVE SE1,ECTION 
Thrs 1s the most ImpoJ tmt st'gc ol cnrve an'ilys~s We have 

to decide w h ~ h  1s the 'best LUIVC '  101 the problern In hmd. 
Curve l~ttlng rtself, uwig a cornputcr, 1s simnple anyone can do 
11 in less than 10 mlnutcs with no prior cxpcrrence' Open Excel", 
click Tool<, then Add In< and tick the boxes m,uked "Andlysis 
ToolPak" m d  "Solver" Entcrmg the Data Set No.1 vd~res  from 
Tablc 1 Into an Excel spleadahcct, high11ghtm.g the data, chcklng 
'Chart', sclectrng XY (scatter), 'F~nirh ' ,  cllck~ng 'Chdrt' agaln 
and selecting 'Add Trendlmc', imrnecl~ately give\ access to 
curve f ~ t t ~ n g  cquatlons Excel offers s ~ x  tl~flcrcnt types of equa 
tions th'lt can then be urcd to1 c u ~ v c  f m n g  The 'default' 
equatlon 15 'Lmcar' (A-eady h~ghlighted) so thdt chckmg 'OK' 
immedrntely g~vcs  us a stra~ght h e  fitted to Data Set No 1 If 
we had wanted to know the ecludtion of that strarght I~ne we 
could have cllcked the 'Opt~ons' button before clrckmg 'OK' 
and t~ckcd the 'Dl\play cquat~on' box On cl~ckmg'OK' we now 
get the equatlon displayed on the (prmtdble) glaph Alternatrvely 
we could have selected any one of the t ~ v c  other optlon5 
(Loganthmrc, Polynom~al, Power, Exponentla1 and Movmg 
Average) and thc correspond~ng curvc wrll be lltted 

The rnajol problem 15 to dcc~de what typc ot equatlon 
rhoidcl be I rtted To 11lu<t1 dte the problern, conslder two c u ~  \ c 
f~ttlng chorccs lor Data Set No.1, ' ld~ncar' ,lnd 'Polynolnlal', 
presented In lip 1 The 'Number' for the Polynomlnl 111 Bxccl 
was ~ncrc~~scd  lrorn ~ t s  tlelault value of 2 to bccornc 3 - a C L I ~ I C  

equatlon Ne~t lw of the twu choices or I I ~  I I \  q p r o p r ~ & w e n  

- --- - -- 

,Data Arc h e ~ g h t  data Target ~ a r ~ e t  
Set I Saturat~on lntenslty 

I Time" 1 I Mmutes 4 6 8 l z l  4 8  1 

l r i ~ t i  A 0 OOfiO 00069 0 0070 00070 I 0 0064 
2 Minutes 2 5 51 10 70 6 5 

InchA 0 0030 00036- 0 0044 00044L 0 0040 
- 

3 Cycles 3 6 12 74 5 65 1 Inch N 0 0005 00081 0 0088 00090 0 0080 
4 Cycles 1 2 1 4 1 87 

Inch A 0 0036 00051 0 0052 0 00Li3 0 0048  1 I M ~ n u t e s  41 6 8 17 4 82 
Inch A 0 0062 00070 0 007) 0 0072 0 0066 

6 M ~ n u t e s  1 11  2 2 5  4 5 9 I 4 12 
I n c h N  0 0046 000871 0 0101 00107 0 0098 

I 7 M ~ n u t e s  2 1  3 1 2 8 
/Inch N 0 0055 0 0 0 6 6  0 006; 0006; 0 0063 

8 KiFeed 0 2 5  051 0 7 5  2 4 0 4 3  1 - l ln rhA 0 0 0 8 ? t  00096; 00100 0010; 00108 00113 0 0093 
9 KlFeed 0 25 0 5 0 75 1 2 4 0 6 6  

IlnchA 0 0 1 0 8  00129 00137 00144 00157 00164 0 0137 
10 KIFeed 0 25 0 5 0 75 I 2 4 0 4 7  

0 0054 L - l n c h  A 1 -  0 0 0 4 5 2 5 4  0 0059 0 0058 0 0062 0 0064 

mough tne C L I ~ ~ L  cclumon is CI pcrlccr' n ~ ;  To get LO y o o d  

cholcc wc have to consder the ~el,lt~onshlp bctwccn the vxl  
ablcs that the d & ~  po~nls represmt We know, hom experience, 

that peenlrrg tends to altect Almen ,IrL hc~ghl In d wny thd  
icscinbles an exponenhai typc of behav~our As shot peerle14 wc 
dlso know that there 15 another datd pornt that 1s not rncluded In 
;my ot the Data Sets of Table 1 That is 0 , 0  - leprcscntmg the 
fact thdt 11 we have peened for zelo t m c  we w ~ l l  h ' i ~  x r o  
added curvature (the as-suppl~cci str~ps mrght be sl~ghtly c~uvcd 
but we ~ 1 1 1  have corrected for that) A good chorcc ot equ;ltron 
wl l ,  theicforc, be one that pdsse? through the orlgln (0,0) mtl 
has d tnmll~ar 'exponential type' shape ( oniiiru<ii o,, pc , i ,  i i  

Data Set No.1 

Peening time -minutes 
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The nuthor ha\ plev~ously proposed that the actual shape of 
Almen uturation curves can he expreswtl uslng any of the 
three follow~ng equat~ons 

h = a(l -exp(-b*t) ( 1 )  
h = a(l -cxp(-bW) ( 2 )  
h = a(l -cxp(-b*t') + d*t ( 3 )  

where h I S  arc hc~ght,  t 1s peening t m e  and a, 11, c and d arc 
parameters. 

Equations (1) to (3) arc progressively n~oae exact in tcrnis 
of expressing 'true shape' and all three rnusl pass through the 
point 0,O (h equals zero when t is zero). Each equation requires 
at least one more data point than there arc parameters - it' we 
arc to avoid distorting a curve by forcing it to pass through 
cvcry point. With only four data points, as in Data Sets Nos.1-7 
for example, equation ( I )  would be suitable but equations (2) 
and (3) would he sub.ject to distortion. On the other hand, for 
the threc six-point Data S e t  (8 ,9  arrtl 10) o f  Table 1 arry of thc 
three equations could be used. Turning to Data Set N o 2  and 
modifying it to include the extra point 0, 0 we can now try to 
select an appropriate equation. Fig.2 shows the cffcct ol' apply- 
ing equation ( I ) .  This curve is much niorc appropriate than 
either ol' those shown in fig. I .  Having sclcctecf all equatiori 
that appears to be appropriate: we now have the rncchanical 
problem of actual ctuvc Fitting. 

CUKVb b I T 1  I N G  
C u ~ v e  htt~ng 1s thc clcterrn~nat~on ot the palarnctcri 01 an 

cclu'~t~on that XLUI i~tely desclhcs the relc~t~on bctcvecn the 
- -  - - -- - - - -  

0 5 10 15 20 25 
Peening time 

va~ab les  th'it the d'ita polnts lepresent The parmleteri are 
dete~~nlncd by nllnrmlsmg the drfferencei between a set ot  data 
po~nts md  the cquat~on that has been choicn to ~eplesent thoie 
data polnti Accordmg to the 'Thcoiy 01 I m s t  Squ'ires' the 
"best" culve I \  o ~ i c  thi~t rmnun~sci thc ium 01 the squales of 
these drfJcrcnccs 

A P;tc~le solut~on to the problern ol curve f~ttlng would be 
to pu~ehasc a dcdtcalcd cuivc httlng computer plogl~lrn md  uie 
it to q p l y  an ecluat~on ot one's eho~ce That 1s wxpt'tble lo1 
thoie who arc cxper~criccd In c u ~ v c  httlng The dlawback 15 

that s~ieh program$ 'issurne both expeltlie and undcrstanchng on 
the pa11 oC thc uier An ,dternatlve fos thoie who w ~ i h  to tievelop 
an ~mdcr\tand~ng of c u ~  ve f ~ t t ~ n g  andlor rave money - 15 to 
util~ie the f m l ~ t l e i  'ivalldble In I:xcel The iubscqucnt sectloris 
ale dedic'lted to the latte~ d l t e n ~ ~ ~ t ~ v e  

- - - - -- -- 
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sKp ~ o ~ n ~ r n e  nrchelgj;i P&d&darch~&i l~e&als  Residuals  zq&ed I 2 - 5 63212 1321 1 74558 
2 4 8 8 6466 0 6471 041815 

8 9 98168' 0 8171 0 fifi723 
4 16 10 '1 9966 0 003 0 00001 I -- - - - -- - T* = 2 83098- 

One problem wrth i3xccl 1s thdt the 'Add 'lrendl~nc' h n c  
tron doc$ not Incolpoiatc m y  oultable equallon for o u ~  Almcn 
satur&on curve5 l ' h ~ s  problem 1r cas~ly ovcicmnc by urmg the 
'Solve1 ' Funct~on (trg 2 was produced usmg that tunct~on) At 
the heart of curvc htting I S  the need to rnrn~m~\c  the dlffelence\ 
bctwccn our data pant \  and thore p r e d ~ ~ t c d  by the equatron that 
we have chovm 1x1 uq 1n\t ajjume t h d  ecluntlon (1) has been 
cho\en as being q p o p r ~ a t e  Secondly, consider, '1s an example, 
the Ahncn arc height dat,~ shown IIJ 'ldble 2 Column 1 5howc the 
slsrp number, column 2 the pecnrng t m c  and column 3 the Lor- 
reslx)ncl~ng arc. hcighti (the a c  hcights have beell del~bcrately 
'~ounded' to wholc ri~imbcr s cqu~valcnt to 't11ous;lndths of' an 
~nch')  

The next stcp I \  to plociuce ,nc height< that would be 
p~ed~c ted  by equat~on ( I )  We 1nu5t fnrt wbst~tute some leal 
vdlues foi a m d  b rnto that equdtion (h = a(1-cxp(-b*t)) 
Let ur subst~tutc a= I 0  and b=O 5 t o  grve 

h = lO(1-exp(-0.5"t)) (4) 

as the ecluatlon that we f rt to the data pomtr The values 
obt'uned by rubst~tut~ng the foul p c r n ~ n q  tlmc ~ ~ a l ~ r e r  Into ecjua 
11011 (4) ~ i l e  given a\ 'l'ledlctcd Aic Ilcrghts' rn cohrnin 4 of' 
Tablc 2 (we could have obla~ncd thew pred~ctcd value< by u m g  

either a calculator or Excel). 'L'he differ-enccs between the 
Predicted Arc Height and the con-esponding mcwsured Arc 
Height are termed "Kcsiduals" in  Table I .  column 5. 'l'hcse 
'resiciuals' have then bccn squared and totalled in the last 
column. The data sct values, equation h = 10(1-e~p(-0.5'~t)) and 
the predicted arc heights are plotted in f'jg.3. 'l'he data points arc 
'Series 1' and the predicted arc height values and the curvc are 
presented as 'Series 3'. We see from f ig3  that the equation that 
we have ~ ~ s e d  has a rcasonahlc shape but is t ior u purticulrrr-ly 
good,fi't. The "hest fit" is the one for which thc 'total of rcsidu- 
als squared' is a minimum. With our 'first g ~ c s s '  at the values 
for a and b of' 10 and 0.5, the total of residuals squared is 
2.83098. Our problem is to get that total down to a minimum 
(which cannot be zero unless all of our data points lie clxr~t ly  on 
the equation curve). r~,,,t,,,,,~,<~ (,,, ,Jo,qp 20 

EQUIPOS DE ABRASION 
PARA METALES, S.A. DE C.V. 

'Sure Blast Wheel' 
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Av. De las Granjas No. 61 Desp. 3, Col. Jardin Azpeitia, Azcapotzalco c 
02530 Mexico, D.F., Tel. 01 1-5255-5355-0947, Fax 01 1-5255-5355-639l 
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'There arc two ways in which the total o f  residuals can be 
minirniscd. The first way is to use an iterative approach 
(computers use that approach a great deal). Iterative solutions 
are based on "try, try, try again" until the minimum value is 
obtained. Computers are essentially stupid (but can he taught to 
perform very clever tricks). Consider, as an exarr~ple, fincling 
the answer to the question "What was the population of the 
USA according to the 1990 census?" Assunle that we are sitting 
opposite someone who knows the exact answer and will only 
give yes or no answcr-s. We could start by asking "Is it greater 
than I'?" Having been told, "Yes", we could then ask "Is i t  
greater than 2.Y 'l'his could go on for years until eventually wc 
got a "No". A more intelligent iterative approach would be to 
start with 200,000,000, followecl by 300,000,000, then 
250,000,000. 225,000,000, 240,000,000 and so on until we 
converged on the correct answer (248,709,873), in a matter of 
minutcs. Conlputcrs can 'ask questiorls' at a phenomenal spccd 
- which means that they can usually converge vcry quickly onto 
the required answer to any mathcinatical question. 

Returning to thc problem of minimising the total of residuals 
squared, we us~lally solvc our problen~ by gutting the computer 
to use an iterative approach to obtaining the 'best' values for 
our a and b parameters. 'The computer will have a built-in 
mechanism to stop it from trying to pcsforrrr more than a set 
n ~ m b c r  of iterative attempts. That is why we must help it by 
giving it reasonably-close start values. The second way of rnin- 
inxising residuals is to use what arc c;~llctl "normal equations". 
Many generations ago, mathematicians derived normal q u a -  
tions because they speeded u p  curve-fitting cnoneordy. Each 
type of equation has a corresponciing sci o f  ' ~ ~ o r m a i  ecl~~ations'. 
,'f&eje aj-e biiiii ifit<, the c"pLiijiiici p r ~ , g i ~ : ~ ~ ~ ~  [2citlg iiscLL lIiel> wc 
do not need s t a t  values. A vcry small number of calculations 
arc rcquired b y  comparison with the iterative approach. 

We can use the 'Solver' function to provide a solution 
based on iterative calculations. That solution, for the data in 
Table 2,  is that a = 9.86 and b = 0.37 with the total of residuals 
squared now being reduced to 0.31946 (frorn the 2.83098 given 
previously using 'first guesses' for- a and b of 10 and 0.5). Fig.4 
shows this 'best-l'itting' equation: h = 9.86(1-cxp (-0.37'*t)), 
which is an obvious improvement on that given in Sig.3. Again 
"Series 1" is the data points and "Series 3" is the fitted curve 
and the points on that curve at exactly the same peening tirnc 
values. We now have both a'good curve' (but not ncccssarily 
the best curve) and a 'good fit'. 

0 4 8 12 16 20 
Peening time 

PARAMK'TER ANALYSIS 
The Llr~al oblectrve, havtrig obtd~ncd lhc parametrr4 of '1 

su~tablc 'hc.\t-t~tted' equatron, I \  to detc~rnmc the requ~rcd 
valuec for Alrnen Intens~ty m d  the corrc\pondmg pecnrng trmc 
We know that we havc to cleterrn~nc the coordmatcs of a pomt 
lor whrch, when the time coord~natu 7, 1s doubled, will lead to a 
10% Increase In the arc hc~ght coo~tilnnte Th14 lequnernent I S  

illustrated by fig. 5. 

0.008 r 

l'he ' I Orh ~ncleaw' c~ rtetlon 1s cxprcsccd rrrnthemat~cally. 
for equdron (I) ,  by: 

f(t) = l . la( l  -exp(-Wt)) - a(l -exp(-b"2t)) ( 5 )  

We need to find the value o f t  that will make f(t) a mini- 
mum. Again we could use the 'Solver' function in Excel. There 
is, however. 21 simpler siilution. The following 'proof' for eqw- 
tion (5) is presented because the statements derived are ~ ~ s e t u l  
in our conrexc anci because  he author calmor resist presenring 
the only time that he has Sound a practical use for. the factorisa- 
tion principles drurn~ned into hirn at school! We have that h21.h 
= 1.1 so that a(l -cxp(-b4:2'F))/(a(I -cxp(-b"'lS)) = 1.1 giving [hat: 

exp(-b*2T)-l.lexp(-b*'r) + 0.1 = 0 (6) 

If we let x = cxp(-b'T) we can write equation (6) as: x2 - 1 . 1 ~  
+ 0.1 = 0 which ractorises lo: (x - l).(x - 0. I) = 0 giving the 
solutions that x can be cithcr I or 0.1. The solutions to equation 
(6) arc therefore that cxp(-b*T) = I or 0.  I. Taking natural loga- 
rithms we havc that - b*T equals cithcr In([) or In(O.l), so that 
T equals either ln(l)/b or - ln(O.l)/b. The first solution con-e- 
sponds to the origin (0,0) - Recause In (1)  = 0 so that T = 0. 
Therefore the 'real' solution is that: 

'I' = -In (0.l)Ib or 'I' = 2.3031h (7) 

If we now \ubstltute 'T - -In (0 I)/b tor t In cquatlon ( I )  we get 
that 

hr = 0% (8) 
Hence, for the example glven In 11g 4 where a = 9 86 and b = 
0 37, the c r~ t l c~d  iirc hcrght 15 8 87 at ,I peenlng time ot 6 22 
Equ'rt~ons (7) and (8) ale the ~cclurrcd 'parameter \olutlons' to1 
equatlon ( I )  cuivc f ~ t s  

In the c'lsc 01 the thrcc parameter m d  tour parameter 
e q u a t ~ o n ~  (2) and ( 3 )  we mu\t mrnrmrw the f(t) oS equatlon (5) 
~terat~velq to grvc 'I mcl then substrtule into the cor~cyxjntl~ng 
ecluatlon to yreld h 1' 

The Shot Peener = Fall 1005 Page 20 



EXC'EL SOLVKR PROGRAM 
7 he p~mc~ples  dew~becl  m the prcc-edmg \ecl~ons have 

been cncap\ul,tted Into an Excel program, "Alrnen Solvcr", thdt 
I \  ,~v~ulable (flee) from e~ther the author (shotpeenc~(dbtinter 
net corn) o~ the Shot Peenet web vte (www dmtpcencr corn). 
De tded  Instruct~ons ale ~ncludcd that \hould enddc every 
(computer Irte~atc) \hot pcencr to use the ploglam By usmg the 
progl'un, the dfcct j  ol uung the Solvcr function to rnmmlw 
the ~ c s ~ d u ~ i l s  m d  d~ \p l ,~y  tltted curves can bc v~sual~scd d~rectlq 
I'he program meet\ the r e q u ~ r e n ~ n t \  in~ludcd In Table 1  to^ all 
10 data \cts 

DISCUSSION 
There a-e c l cx  advantages attached to the use of computer- 

based saturation curve analysis. Sets ofAlmc11 heightlpecning 
data should in any case be stored in an accessible format - such 
as Excel or Access worksheets. They c w  then he readily analysed 
by pasting into an 'Alincn Solver-' program. 'l'he corresponding 
ar~alyses can subsequently be checked, stored and used for qual- 
ity assurance and other procedures. A paramount advantage of 
computer-based saturation curvc analysis is that it is ob.jcctivc. 
'I'hc requircd saturation height and peening time values arc 
therefore independent of the drawing skill and rilood of an 
operator. It is i~mpo~-tant, bowever. to rernc~nbcr that all curve 
analysis procedurcs arc dcpcndcnt on the accuracy 01' the origi- 
nal data. There is an old saying that "You cannot rr~ake a silk 
pui-sc out of apig's ear." 

in introducing computer-based saturation curve analysis i t  
is important to ~cgularisc the tl~rcc basic clerrlents of the analy- 
sis - Curvc Selection, Curve Pitting and Parameter Analysis. 
All three elements can be pre-defined by individual organisa- 
tions so that the only input requirements for an operator are 
those 01 entern~g/pastrng data and pressing a dcl~ncd serles 01 
'buttcms'. Any prc-ticl'incd procedure can he tested for accuracy 
against the 'round robin' data sets reproduced as 'I'able I .  

'I'he nurnbcr ol'data points in each set restricts the choice 
ol' curvc cquation that is approp~-iate. With only four Allnen 
hcightlpccning time values in a set, a two-parameter equation 
should be used. An alternative to equation ( I )  is to use 
11 = a4:tl(t + I?). 'J'llat is a "saturation growth-rate" type ol'equa- 
tion and is enshrined in thc French specification NF L 06-832 
(Ucccmbcr 1998). Having fitted that equation the co~responding 
required parameters are that 7' = 9b12 and h~ = 9all I .  A pr-oblcm 
with two-parameter equations is that they do not yield vcry 
accuratc rcprcscntations of the 'true shape' of an Alrnen satura- 
tion curve. Their accuracy is, however, generally acceptable. 
r ,  I hree- or four-pararncter equations are required for very accu- 
rate representations of the true shape of Almcn saturation 
curves. Such cyuations are not, however, appropriate for data 
sets with only four valucs. They 'skew' badly with some data 
sets. An approach to high shape accuracy for data sets with only 
four valucs is, however, possible. It can be achieved by using 
the average of two difScrcnt two-parameter equations! Fig.6 
illustrates an approach that can be used. 'l'hc values of the two 
parameters arc diSfcrcnt Tor thc two equations so that c and d 
have been shown (instead of a and b) for the 'French spccifica- 
tion' curve. Each two-parameter equation 'skews' slightly in 
opposite directions from the true shape data points, so that a 
sirnplc average corrects to give a very accurate slx~pc. 

Peening time - seconds 
Fig. h Conzhination of' two two-ptrrarnrtcr rquation.~ 

W ~ t h  five A h e n  \trip values a three parameter and wth  
u x  value\ ,I four paranletel eyuation aic Inore appropr~ate ht 
t ~ n g  equations (than smple two-palameter equation$) It only 
one equatmn has to be applied to all set\ of data then a two 
parametel equ'ition Is the best ~ h o l c e  

In conclu\~on ~t can be a~gucd that compute1 based 
wtulat~on curve analy$~\ \hould be mandatory, g r v c ~ ~  the 
ready avd~labrlrty ot  appi op r l~~ te  procedures 
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